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Here we report supplementary information to the main paper, such as extended mathematical deriva-
tions and implementation details. For ease of reference, this document follows the same division in
sections of the paper, and supplementary methods are reported in the same order as they are origi-
nally referenced in the main text.

2 Bayesian observer model

We describe here several technical details regarding the construction of the Bayesian observer model
which are omitted in the paper.



2.1 Mapping to internal measurement space

The mapping to internal measurement space is a mathematical trick to deal with observer models
whose sensory noise magnitude is stimulus-dependent in task space. For this derivation, let us
assume that the measurement probability density, pmeas(|$), can be expressed as a Gaussian with
stimulus-dependent noise:

pmeas(x|s) :N (m|svar2neas(s)) . (Sl)
In the case of Weber’s law, we would have oye,s(s) = bs, with b > 0 standing for Weber’s constant
(this feature of noise is called the scalar property in time perception [ 2]).

The problem with Eq. [ST]is that the measurement distribution is Gaussian but the likelihood (func-
tion of s) is not — which is unwieldy for the computation of the posterior. A solution consists in
finding a transformed space in which the likelihood is (approximately) Gaussian. It is easy to show
that a mapping of the form:

f(s) :/S $d8' + const (S2)

— Umeas(s/)

achieves this goal. In fact, we can write an informal proof as follows:

f (@) =F(s+ omeas(s) - 1)

Q“/f(s) +f/ (8) 'Umeas(s) N (83)
where 7 is a normally distributed random variable with zero mean and unit variance. The second
passage of Eq. [S3|uses a first-order Taylor expansion, under the assumption that the noise magnitude
is low compared to the magnitude of the stimulus. The last passage shows that the measurement

variable is approximately Gaussian in internal measurement space with mean ¢ = f(s) and unit
variance.

For Weber’s law, the solution of Eq. has a logarithmic form f(s) o log s, which is commonly
used in the psychophysics literature. We want the mapping to cover both constant noise and scalar
noise (and intermediate cases), so we consider a generalized transform, f(s) « log (1 + i), where

the base magnitude parameter sy controls whether the mapping is purely logarithmic (for sy — 0),
linear (for s9 — o0) or in-between [3]. For the paper, we further generalize the mapping, Eq. 2
in the main text, by adding a power exponent d that allows to reproduce Steven’s power law of
sensation [4]. Note that the exponent d has no effect if the mapping is (close to) purely logarithmic.

2.2 Moment-based parametrization of a unimodal mixture of two Gaussians

Let us consider a mixture of two Gaussian distributions:
p(s) = wN (2|p1,07) + (1 = w)N (2|p2, 03) . (S4)

We want to express its parameters (w, ;, 0;, for ¢ = 1,2) as a function of the standardized moments
of the distribution: mean y, variance o2, skewness v and (excess) kurtosis &, with the additional
constraint of unimodality. The first two standardized moments are ;1 = 0 and o2 = 1 (this is without
loss of generality, as we may later rescale and shift the resulting distribution to match arbitrary values
of i and o2). Since there are five parameters and only four constraints, we will find a solution (or
multiple solutions) as a function of the remaining parameter w.

o For the special case v = 0 and x < 0 we have:

K
= {/—= M2 = — 1, U%:Ug: L=1/=5- (S5

p1 = p2 =0, o] =1%F



o Finally, for the general case v # 0:

1—-—w
H1 = T [2
w
u2 = Roots [(2 — 6w + 8w? — 6w + 2w4) y® + (4w2'y — 12wy + 8w4’y) y?
+ (3w3/<; — 3w4n) y? - w472]
-1
ol = 1+ W [Bw’k + (5 — Tw)wype — 2(w — 1)(1 —w + wQ)M%}
2 7 0

2 = 1+ (= o) 22w - D)1+ w? - 2 7

03 + b + 3w 32 (w—=1)(1+w w)3w3'y (S7)

where Roots specifies the real roots of the polynomial in square brackets.

The final degree of freedom is chosen by picking the value of w that locally maximizes the differen-
tial entropy of the distribution while respecting the requirement of unimodality and within the range
0.025 < w < 0.975. The latter constraint is added to prevent highly degenerate solutions such as,
e.g., w — 0 with 07 — co. At the implementation level, we do not perform these computations
at every step but we precomputed a table that maps a pair of values (-, k) to a parameter vector
w, 13, 05 for j = 1,2 that uniquely identifies a mixture of two Gaussiansﬂ This table also encodes

the boundaries of v, s since not all values are allowed (see Figure [ST).
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Figure S1: Tabulated values of w as a function of skewness and kurtosis. The values of the mix-
ing weight w that respect the constraints of unimodality and 0.025 < w < 0.975 cover a crescent-
shaped region in the domain of skewness + and excess kurtosis « (shaded area). The black line
represents the hard bound between skewness and kurtosis that applies to all univariate distributions,
that is kK > 72 — 2.

2.3 Computation of the expected loss

The observer’s prior is written as:

M
Qprior(t) = Z W N (t|Mm7a2) (S8)
m=1

!"Thanks to symmetries we need to precompute the table only for v > 0 and we flip the sign of y; and po
fory < 0.



where a is the lattice spacing and we have defined (i, = fmin + (m — 1)a (see Eq. 4 in the paper).
The internal measurement likelihood takes the form:

Gmeas (2]1) = Z% ([t + /25, 57) (59

with 7 = 7, T3 = 1 — 7 (see the corresponding Eq. 3 in the paper). The posterior distribution is
computed by multiplying Eq. [S8|and [S9

onst t|1’ Z Zwmﬂ-] t|,u’m,7 ) (t|l’ - ﬂ]? 5—?)

m1]1

(S10)
= i (s )
m=1 j=1
obtained after some algebraic manipulations and where we have defined:
Ymj = Wi N (m|z — fij, a® + 532)
_ ,um&?' + (33 - ,&j)CLQ S11
ij = a2 ¥ 6_.]2 ( )
252
22 = a’o;
mj = g2y Er :

The loss function depends on the signed error in internal measurement space and is defined as:

2
LE—t)== mN (E—tm{;,aﬁQ) (S12)
k=1

with 7¢ = 7 and 75 = 1 — 7* (see Eq. 6 in the paper). The expected loss for estimate £, given
measurement x, therefore takes the closed analytical form:

E [/.:; { J;] s = / Gpost (t]|x) L (f — t) dt
- 2
=_ Z Z’ij Zwk//\/ Vs mj) (t\t — uk, ob )dt (S13)

mlgl

- Z nym]z’frk'/\[ (t‘]/m] +/1’ka m] +Uk )

m=1 j=1

Eq. generalizes a previous result [S, Eq. 4] to the case of likelihoods and loss functions that are
mixtures of Gaussians. Thanks to the expression of Eq. as a mixture of Gaussians, the global
minimum of the expected loss can be found very efficiently through an adaptation of Newton’s
method [} |6]. Note that computational efficiency is not merely a desirable feature, but rather a
key requirement for tractability of our analysis of the complex parameter space. In Section we
discuss how the framework can be generalized to a loss function whose error is computed in arbitrary
spaces.

2.4 Mapping densities from task space to internal measurement space and vice versa

Variables are mapped from task space to internal measurement space (and vice versa) through the
mappings described in Eq. 2 in the main text. Mapping of densities needs to take into account the
Jacobian of the transformation.

A distribution p(s) in task space is converted into internal measurment space as:

0= [l =[5 (F ) e on s



Conversely, the inverse transform of a density ¢(¢) from internal measurement space to task space

is:

Ad (s/s0)""
1+ (s/s0)°

] q(f(s))- (S15)

3 Model identifiability

A pivotal role in our a priori identifiability analysis is taken by the equation that links the expected
log likelihood to the KL-divergence between the response distributions. Here we show the deriva-
tion.

3.1 Derivation of Eq. 12 in the paper

We want to find a closed-form solution for Eq. 11 in the paper:
(logPr(D|6)) = / log Pr (D|0) Pr (D|6*) dD. (S16)
|D|=N«

First, we divide the dataset D as follows. Recall that the experiment presents a discrete set of stimuli
s; with relative frequency P;, for 1 < ¢ < Nep. We assume that the number of trials for each
stimulus is allocated a priori to match relative frequencies (a common practice in psychophysical
experiments). Therefore, dataset D can be divided in ey, sub-datasets D; with respectively P; Ny
trials each. Assuming independence between trials and thanks to linearity of the expectation opera-
tor, we can write:

Nexp

(log Pr(D|6)) = > _ (log Pr(D;|6)) (S17)

i=1
where each sub-dataset D; only contains trials that show a specific stimulus s;. In the following we
compute the expectation of the log likelihood for a sub-dataset with a single stimulus.

Let us consider a sub-dataset D; with N = P; N, trials and stimulus s;. The true distribution of
responses in each trial is assumed to be stationary with distribution p(r) = presp(|si, 8*), whereas
the distribution of responses according to model 8 is represented by ¢(r) = presp(r|si, 0). The
expected log likelihood of the sub-dataset for model 8 under true model 8* is:

<10gPr(Di|0)>Pr(DZ_|9*) :/Pr (r1,...,rn]0%)1ogPr(ry,...,rn|0)drs X ... X dry

N
Pr(ry,...,rn|0%) loqu(rj) dri X ...xdry
j=1

—

(S18)

N
Z/Pr T,...,7N[0)1ogq (rj)dri x ... x dry
j=1

/ r)logq(r

= — PNy - [Dky.(pllg) + H(p)]

where Dky (pl|q) is the Kullback-Leibler (KL) divergence, a non-symmetric measure of the dif-
ference between two probability distributions widely used in information theory, and H (p) is the
(differential) entropy of p. The last passage follows from the definition of cross-entropy [7]. Note
that the entropy of p does not depend on 6, so the entropy term is constant for our purposes. Com-
bining Eqgs. [ST7)and [ST8| we obtain Eq. 12 in the paper.

4 Supplementary methods and results

We report here additional details and results omitted for clarity from the main text.



4.1 Sampling from the approximate expected posterior density

The observer models we consider in the paper have 26-41 parameters, which correspond to a fairly
high-dimensional parameter space. We assumed indepedent, non-informative priors on each model
parameter, uniform on a reasonably inclusive range. Some parameters that naturally cover several
orders of magnitude (e.g., the mixing weights w,,, for 1 < m < M) were represented in log
scale Also, the kurtosis parameters of likelihoods and loss function (k, k, k¢) were represented
in a transformed kurtosis space with " = v/k + 2 (in this space, skewness and kurtosis are on a
similar scale; the hard bound x > 72 — 2 becomes k' > |v]).

We explored a priori identifiability in the large parameter space by sampling observers from the
approximate expected posterior density, Eqs. 12 and 13 in the paper, via an adaptive MCMC algo-
rithm [9]. Note that we computed the KL-divergence between the (rescaled) response distributions
of a candidate model 0 and of the reference model 8*, Eq. 12, only inside the range of experimen-
tal stimuli (this is equivalent to the experimental practice of discarding responses outside a certain
range, to avoid edge effects). For each specific experimental design, we ran 6-10 parallel chains with
different starting points near * (5 - 10% burn-in steps, 5 - 10* to 2 - 10° samples per chain, depend-
ing on model complexity). To check for convergence, we computed Gelman and Rubin’s potential
scale reduction statistic R for all parameters [10]. Large values of R denote convergence problems
whereas values close to 1 suggest convergence. For all experimental designs and parameters, R was
generally < 1.1. Paired with a visual check of the marginal pdfs of the sampled chains, this result
suggests a resonable degree of convergence. Finally, chains were thinned to reduce autocorrelations,
storing about Nymp = 10* sampled observers per experimental design.

As an additional consistency check, we performed a ‘posterior predictive check’ (see e.g. [L1])
with the sampled observers, that is we verified that the predicted behavior of the sampled observers
matches the behavior of the reference observer across some relevant statistics (if not, it means that
the sampling algorithm is not working correctly). We chose as relevant summary statistics the means
and standard deviations of the observers’ responses, as a function of stimulus s; and experimental
condition (computed for each sampled observer via Eq. 9 in the paper). We found that the predicted
response means were generally in excellent agreement with the ‘true’ response means of the refer-
ence observer. Distributions of predicted response variances showed some minor bias, but were still
in good statistical agreement with the true response variance.

4.2 Temporal context and interval timing

The set of stimuli s; used in the experiment is comprised of N, = 11 equiprobable, regularly
spaced intervals over the relevant range (Short 494-847 ms, Long 847-1200 ms) [2]].

To reconstruct the observer’s average prior (Figure 2 a in the paper), for each sampled observer,
we computed the prior in internal space (Eq. 4 in the paper) and transformed it back to task space
via Eq. the mean prior is obtained by averaging all sampled priors. We also computed the
first four central moments of each sampled prior in task space, whose distributions are shown in
Figure 2 a in the main text. The reconstruction error for each sampled prior was assessed through
the symmetric KL-divergence with the prior of the reference observer (the standard KL-divergence
produces similar results).

Note that observer models BSL, MAP and MTR were tested on both the Short and Long ranges
(models SRT and LNG were simulated only on either the Short or the Long range). Figure 2 in the
paper reports only data for the Short range; we show here the priors recovered in the Long range
condition for the same models (Figure [S2). Results are qualitatively similar to what we observed
for the Short range, with similar deviations from the reference prior and the same ranking between
experimental designs.

4.3 Slow-speed prior in speed perception

The set of stimuli s; is comprised of Ney, = 6 equiprobable motion speeds: s € {0.5,1,2,4,8,12}
deg/s [3].

“Note that a uniform prior in log space implies a prior of the form ~ 1 /x in standard space [§]].
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Figure S2: Internal representations in interval timing (Long condition). Accuracy of the recon-
structed priors in the Long range; each row corresponds to a different experimental design. Figure
2 in the main text reports data for the Short range in the same format. See caption of Figure 2 in
the main text for a detailed legend. a: The first column shows the reference prior and the recovered
mean prior. The other columns display the recovered central moments of the prior. b: Box plots
of the symmetric KL-divergence between the reconstructed priors and the prior of the reference
observer.

We reconstructed the observer’s average log prior in task space (Figure 3 a in the paper) for each
sampled observer. To capture the shape of the sampled priors, we fit each of them with a parametric

formula: log ¢(s) = —kprior log (52 + sgﬁor) + Cprior» Via least-squares estimation. The distribution
of fitted parameters kprior and Sprior is shown in Figure 3 a in the main text.
We show here the results for an additional observer model (FLT) which incorporates a uniformly

flat prior (Figure . The model inference correctly recovers a flat prior with exponent kpior ~ 0
(compare it with Figure 3 in the paper).
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Figure S3: Internal representations in speed perception (flat prior). Accuracy of the recon-
structed internal representations (priors and likelihoods) for an observer with a uniformly flat prior.
Figure 3 in the main text reports data for other two observer models in the same format. See caption
of Figure 3 in the main text for a detailed legend. a: The first panel shows the reference log prior
and the recovered mean log prior. The other two panels display the approximate posteriors of Kprior
and Spror- b: Box plot of the symmetric KL-divergence between the reconstructed and reference
prior. ¢: Approximate posterior distributions for sensory mapping and sensory noise parameters.

5 Extensions of the observer model

We discuss here an extension of the framework presented in the main text.



5.1 Expected loss in arbitrary spaces

In the paper we have used a loss function that depends on the error, i.e. on the difference between the
estimate and the true value of the stimulus, in internal measurement space (Eq. @]) However, we
might want to compute the error in task space, or more in general in an arbitrary loss space defined
by a mapping g(s) : s — [ parametrized by s§ and d* (see Eq. 2 in the paper). Ideally, we still want
to find a closed-form expression for the expected loss. We can write the loss function in the new loss
space as:

L(g(B)—g(s)=L(g(f7'@) —g(F'®)) = £ (h(t) — h(t)) (S19)

where we have defined the composite function h = g o f~!. Clearly the original expression of
the loss in internal measurement space is recovered if ¢ = f. We can rewrite the expected loss as
follows:

M2 2
qpm‘ Z Z’ym] Z 7T£./\/ (h (f) |Vm;j + ui, Tg,bj + 0£2)

E[£]
m=1j=1 k=1 (820)
x/Nh P (£),72,51) d.
where we have defined:
02 P 2\ .2 2 02
R Umior + (h(f) — T TinjC

Do (t) = ik ( ( ) 2 'u‘k) J’ Tmjk = k 5. (S21)

T,%lj + Ui + CTZ

In order to perform the integration in Eq. [S20} we Taylor-expand h(t) up to the first order around

the mean of each integrated Gaussian, Vi ( ) We can perform this linearization without major
loss of accuracy smce the Gaussians in the in te oral are narrow, their variance bounded from above
by a? (Tm] < Tmj < a?, see Egs. Eand . The integration yields:

Eld,,, () Z Z’ym] Zw\f (A (@) lvms + k725 + ok M ($22)

m=1j=1 Vmjk

Eq. [S22]is not a regular mixture of Gaussians, but we can write its first and second derivative
analytically, which in principle allows to apply Newton’s method for numerical minimization. This
derivation shows that the techniques developed in the paper can be extended to the general case of a
loss function based in an arbitrary space (including, in particular, task space).

Acknowledgments

We thank Jonathan Pillow, Paolo Puggioni, Peggy Seriés, and three anonymous reviewers for useful
comments on earlier versions of the work.

References

[1] Rakitin, B. C., Gibbon, J., Penney, T. B., Malapani, C., Hinton, S. C., & Meck, W. H. (1998) Scalar
expectancy theory and peak-interval timing in humans. J Exp Psychol Anim Behav Process 24, 15-33.

—

2

—

Jazayeri, M. & Shadlen, M. N. (2010) Temporal context calibrates interval timing. Nat Neurosci 13,
1020-1026.

Stocker, A. A. & Simoncelli, E. P. (2006) Noise characteristics and prior expectations in human visual
speed perception. Nat Neurosci 9, 578-585.

[4] Stevens, S. S. (1957) On the psychophysical law. Psychol Rev 64, 153—181.

[5] Acerbi, L., Vijayakumar, S., & Wolpert, D. M. (2014) On the origins of suboptimality in human proba-
bilistic inference. PLoS Comput Biol 10, e1003661.

Carreira-Perpifidan, M. A. (2000) Mode-finding for mixtures of gaussian distributions. IEEE T Pattern
Anal 22, 1318-1323.

[7]1 Cover, T. M. & Thomas, J. A. (2012) Elements of information theory. (John Wiley & Sons).
[8] Jaynes, E. T. (2003) Probability theory: the logic of science. (Cambridge University Press).

13

—

—

[6

—_



[9] Haario, H., Laine, M., Mira, A., & Saksman, E. (2006) DRAM: efficient adaptive MCMC. Stat Comput
16, 339-354.

[10] Gelman, A. & Rubin, D. B. (1992) Inference from iterative simulation using multiple sequences. Stat Sci
7, 457-472.

[11] Gelman, A., Carlin, J. B., Stern, H. S., Dunson, D. B., Vehtari, A., & Rubin, D. B. (2013) Bayesian data
analysis (3rd edition). (CRC Press).



	Introduction
	Bayesian observer model
	Mapping to internal measurement space
	Moment-based parametrization of a unimodal mixture of two Gaussians
	Computation of the expected loss
	Mapping densities from task space to internal measurement space and vice versa

	Model identifiability
	Derivation of Eq. 12 in the paper

	Supplementary methods and results
	Sampling from the approximate expected posterior density
	Temporal context and interval timing
	Slow-speed prior in speed perception

	Extensions of the observer model
	Expected loss in arbitrary spaces


